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Outline

PMPMLw’16

Confidential Computing!
/!

N1 Analytics
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Outline

PMPMLw’16

Global presentation of N1!
analytics



Core of one of the tech bits 
(multiparty learning)
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Outline

PMPMLw’16
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Outline

PMPMLw’16

Threats faced



Threats
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Making “protected” data public…

PMPMLw’16
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…even with “safe” techniques…

PMPMLw’16
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…may lead to problems…

??

PMPMLw’16
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…without extra care…

PMPMLw’16
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…on the possible attacks…

PMPMLw’16
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…and then comes (bad) buzz

PMPMLw’16
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…and then comes (bad) buzz

ABC news

PMPMLw’16
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…and then comes (bad) buzz

The Australian Medical Association

PMPMLw’16



17 Confidential	Computing	-	Federate	Private	Data	Analysis		|	Richard	Nock

…and then comes (bad) buzz

Huffington post

PMPMLw’16
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…and then comes (bad) buzz

ITnews

PMPMLw’16
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…and then comes (bad) buzz

Gizmodo

PMPMLw’16
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…and then comes (bad) buzz

The Canberra Times

PMPMLw’16
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Collateral damages

CyberSecurity Online

PMPMLw’16
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Key points of the attack

PMPMLw’16

❖ Questionable choice of ground techniques for the 
protection, but more importantly!

❖ Attack tackles bad implementation design (parameters)!

❖ Attack with side information (attacker)

(apologies to my colleagues for depicting them this way)
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Lesson

PMPMLw’16



Confidential	computing	
overview	  
&	targeted	problems
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Future value of data

PMPMLw’16

time

value

release

Data decays with time!
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Future value of data

PMPMLw’16

time

value

release

Joined with another data set  
– more value!!
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Future value of data

PMPMLw’16

time

value

release New analytics techniques  
– more value!! 
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Future value of data

PMPMLw’16

time

value

release
Data decay 

+ 
Joining new data 

+ 
New analytics techniques

Uncertain future value 
!
Unknown future risk
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Future value of data

PMPMLw’16

time

value

release
Data decay 

+ 
Joining new data 

+ 
New analytics techniques

The confidential 
computing project aims 

at doing!
this in a distributed 

framework
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Challenge — Summary

PMPMLw’16

Computation

Result

Confidential 

Learn (from) this!

Learn  
NOTHING



❖ How can we learn valuable insights from sensitive data from 
multiple organisations?
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The problem

PMPMLw’16

Insights

Sensitive data Sensitive data
Joint 

Analysis

Confidential Confidential 



Case	studies



Model

Own  
Data

Other 
Data

Quality

??

Scoring
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Need	to	report?

Model 
Builder

Suspicious activities
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Model 
Builder

Own  
Data

Gov 
Data

Industry using Gov data
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Own  
Data

Model 
Builder

Benchmarking
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Predictive Maintainance
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OK

Device analytics
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N1	Analytics	and	an	example
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Standard data analytics techniques on 
secret data: 
• Correlation analysis 
• Classification / prediction 
• Clustering 
• Statistics 
!

Fine grained access control

Org	1

Org	2

Org	3Private	record	linkage

Statistics Classifiers Anomaly	
Detection

Private	analytics

Platform for federated private analytics 
• Automated private record linkage 
• Paillier encryption 
• Rados 
• Web APIs, Java/python Implementation 

Scales to millions of records x hundreds of features

N1 Analytics
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The three basic N1 building blocks

PMPMLw’16

•Private computation!
•Arithmetic on encrypted numbers!

•Distributed, confidential analytics!
•Distributed algorithms, computation & 

protocols!
•Private Record Linkage!
•Privacy preserving record level matching



Partial 
Homomorphic 

Encryption

Somewhat 
Homomorphic 

Encryption

Fully 
Homomorphic 

Encryption

Allows either addition or 
multiplication of encrypted numbers

Allows evaluation of low order 
polynomials

Allows evaluation of arbitrary 
functions

M
or

e 
ge

ne
ra

l

Fa
st

er
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Homomorphic encryption



Encryption of m:

Addition of encrypted numbers:

Multiplication of encrypted number by a scalar:
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Paillier encryption

c = gmrn mod n2

D(E(m1).E(m2) mod n2
) = m1 +m2 mod n

D(E(m1)
m2

mod n2
) = m1m2 mod n



•Python – open source !
• www.github.com/nicta/python-paillier!

• Java – open source!
• www.github.com/nicta/javallier!

• Javascript – still under closed development
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Paillier implementation



Distributed,	Confidential	
Analytics



PMPMLw’16

Basic definitions

❖ Input:                              with      examples!

❖ Objective: learn safely linear classifier    …

m

✓

S = {(xi, yi)}mi=1

m example

2 {�1, 1}

Confidential	Computing	-	Federate	Private	Data	Analysis		|	Richard	Nock46



Logistic function

Log likelihood

Minimise for    :

Evaluate:

Requires “secure log” and “secure inverse” protocol  
using Paillier encryption

Builds on Han et al. 2010 “Privacy Preserving Gradient Descent Methods” 

Classical technique in the encrypted domain

`
log

(S,✓) = 1

m ·
P

i yi log p̂[xi;✓] + (1� yi) log(1� p̂[xi;✓])

p̂[xi;✓] =
1

1+exp(�✓>
xi)

✓

Confidential	Computing	-	Federate	Private	Data	Analysis		|	Richard	Nock
PMPMLw’16
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New techniques: public references

Confidential	Computing	-	Federate	Private	Data	Analysis		|	Richard	Nock48

❖ Giorgio Patrini, Richard Nock, Paul Rivera & Tiberio Caetano, 
“(Almost) No label No Cry” 
in NIPS 2014!

❖ Richard Nock, Giorgio Patrini, Arik Friedman,  
“Rademacher Observations, Private Data, and Boosting”  
in ICML 2015!

❖ Giorgio Patrini, Richard Nock, Stephen Hardy, Tiberio Caetano  
“Fast Learning from Distributed Datasets without Entity 
Resolution” 
in IJCAI 2016!

❖ Richard Nock  
“On Regularizing Rademacher Observation Losses”  
in NIPS 2016



PMPMLw’16

New technique: outline

❖ Input:                              with      examples,    sym. pos. def.!

❖ Objective: minimize Ridge regularized square loss for     :

m �

✓

linear classifier

S = {(xi, yi)}mi=1

`sql(S,✓;�)
.
=

1

m
·
X

i

(1� yi✓
>
xi)

2 + ✓

>�✓ .

m example

2 {�1, 1}

Confidential	Computing	-	Federate	Private	Data	Analysis		|	Richard	Nock49
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Setting: supervised learning

❖ Input:                              with      examples,    sym. pos. def.!

❖ Objective: minimize Ridge regularized square loss for     :

m �

✓

rademacher 

observation (rado)

S = {(xi, yi)}mi=1

`sql(S,✓;�)
.
=

1

m
·
X

i

(1� yi✓
>
xi)

2 + ✓

>�✓ .

basic

m EASY !

✓?
e

x

=
⇣
XX

> +m · �
⌘�1

⇡y

⇡y
.
=
P

i yi · xi

X
.
= [x1|x2| · · · |xm]

PMPMLw’16
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Setting: supervised learning

❖ Dataset “vertically” partitioned between     peers,     and     .!

❖ Have few shared features (postcode, gender, etc.) !

❖ And lots of specific features (credit history, blood tests, etc.)

m

distributed

m

22 P1 P2

P1 P2

(bank) (insurance)

PMPMLw’16
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Setting: supervised learning

❖ Dataset “vertically” partitioned between     peers,     and     .!

❖ Have few shared features (postcode, gender, etc.) !

❖ And lots of specific features (credit history, blood tests, etc.)!

❖ Would like to learn      over the union of all features…

m

distributed

m

P1 P2

(bank) (insurance)✓?
ex

?

✓?
ex

22 P1 P2

PMPMLw’16
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Setting: supervised learning

❖ Dataset “vertically” partitioned between     peers,     and     .!

❖ Have few shared features (postcode, gender, etc.) !

❖ And lots of specific features (credit history, blood tests, etc.)!

❖ Would like to learn      over the union of all features…!
❖ But no entity matching possible ! (privacy/security)

m

distributed

m

P1 P2

(bank) (insurance)✓?
ex

✓?
ex

?
22 P1 P2

PMPMLw’16



(govt agency)
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Let’s get more challenging !

❖ Same setting & constraint, but arbitrary number of peers

P1

(bank) ✓?
ex

P2

(insurance) (car dealer)…
Pp�1

Pp

PMPMLw’16



(govt agency)
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Let’s get more challenging !

❖ Same setting & constraint, but arbitrary number of peers

P1

(bank) ✓?
ex

P2

(insurance) (car dealer)…
Pp�1

PpCan we learn        ?✓̂?
e

x

PMPMLw’16



(govt agency)
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Let’s get more challenging !

❖ Same setting & constraint, but arbitrary number of peers

P1

(bank) ✓?
ex

P2

(insurance) (car dealer)…
Pp�1

PpCan we learn        ?✓̂?
e

x

PMPMLw’16
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The trick
❖ Entity matching needed to build complete examples…

PMPMLw’16
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The trick
❖ Entity matching needed to build complete examples… but 

complete examples not needed to learn !

PMPMLw’16
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The trick
❖ Entity matching needed to build complete examples… but 

complete examples not needed to learn !
Bypass the construction of 

examples, and thereby the need 

to solve entity matching !

PMPMLw’16
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Main Theorem
❖ Entity matching needed to build complete examples… but 

complete examples not needed to learn !!
❖ For any    and any   , S ✓

`sql(S,✓;�) = 1 + (4/m) · `M(RS,⌃m
,✓;�)

PMPMLw’16
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Main Theorem
❖ Entity matching needed to build complete examples… but 

complete examples not needed to learn !!
❖ For any    and any   , S ✓

Ridge 
regularized 
square loss

Loss described using 

different data:  

Rademacher observations.

(Nock & al., ICML’15)

`sql(S,✓;�) = 1 + (4/m) · `M(RS,⌃m
,✓;�)

PMPMLw’16
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Main Theorem
❖ Entity matching needed to build complete examples… but 

complete examples not needed to learn !!
❖ For any    and any   , S ✓

Ridge 
regularized 
square loss

Loss described using 

different data:  

Rademacher observations.

(Nock & al., ICML’15)

⌃m = {�1, 1}m

`sql(S,✓;�) = 1 + (4/m) · `M(RS,⌃m
,✓;�)

PMPMLw’16
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All Theorems (almost on 1 slide !)
❖ Entity matching needed to build complete examples… but 

complete examples not needed to learn !!
❖ For any    and any   ,  
 

❖  Rado set                                                                 , with

S ✓

⌃0 ✓ ⌃mRS,⌃0 = {⇡�
.
=

P
yi=�i

yi · xi : � 2 ⌃0}

⌃m = {�1, 1}m

`sql(S,✓;�) = 1 + (4/m) · `M(RS,⌃m
,✓;�)

PMPMLw’16
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All Theorems (almost on 1 slide !)
❖ Entity matching needed to build complete examples… but 

complete examples not needed to learn !!
❖ For any    and any   ,  
 

❖  Rado set                                                                 , with

S ✓

⌃0 ✓ ⌃mRS,⌃0 = {⇡�
.
=

P
yi=�i

yi · xi : � 2 ⌃0}

⌃m = {�1, 1}m

`sql(S,✓;�) = 1 + (4/m) · `M(RS,⌃m
,✓;�)

PMPMLw’16

Reduction trick works 

for other losses,  

even regularised
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All Theorems (almost on 1 slide !)
❖ Entity matching needed to build complete examples… but 

complete examples not needed to learn !!
❖ For any    and any   ,  
 

❖  Rado set                                                                 , with!
❖  A significant subset                            with large size (in    ) 

can be built without knowing entity matching!
❖ classifier                                                        is faster to build 

than      !
❖ …and we also have 

S ✓

⌃0 ✓ ⌃mRS,⌃0 = {⇡�
.
=

P
yi=�i

yi · xi : � 2 ⌃0}

⌃m = {�1, 1}m

m

✓?
rad

.
= argmin✓ `M(RSS,⌃0 ,✓;�)

RSS,⌃? ⇢ RS,⌃m

✓?
ex

✓?
rad

! ✓?
ex

`sql(S,✓;�) = 1 + (4/m) · `M(RS,⌃m
,✓;�)

PMPMLw’16
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All algorithms (on 1 slide !)
❖ Step 1: build a particular subset of                    with  
 

❖ Step 2: build        : it can be shown that  
 
 
 
where    stacks     in columns and         

RR ⇢ RSS,⌃? |RR|  m

✓?
rad

✓?
rad =

⇣
RRRR> + � · �

⌘�1
RR1

RR RR � 2 R+⇤

PMPMLw’16
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All algorithms (on 1 slide !)
❖ Step 1: build a particular subset of                    with  
 

❖ Step 2: build        : it can be shown that  
 
 
 
where    stacks     in columns and         

RR ⇢ RSS,⌃? |RR|  m

✓?
rad

✓?
rad =

⇣
RRRR> + � · �

⌘�1
RR1

RR RR � 2 R+⇤

O(nb_features . m)

O(nb_features2 . m)

PMPMLw’16
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Generalisation
❖ Works for any number of peers!
❖ Works outside the vertical partition assumption       

features

not shared

example(s) shared between peers 1 and 2

⊥

ex
am

p
le
s

shared

(unknown)

⊥

?

peer 3

ex
a
m
p
le
s

not shared shared

features

peer 1 peer 2

??

PMPMLw’16
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Experiments
❖ simulation: split datasets — vary #peers, #shared(features), 

#bins, #joint_examples!
❖ Little experimental influence of #bins (in range 2-5)!
❖ Tested no #joint_examples (peers see all different 

examples, harder) + small % of #joint_examples  
 
objective: beat the best peer in hindsight 

PMPMLw’16
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Experiments
❖ vary #peers, #shared(features), #joint_examples = 0

 2  3  4  5  6  7  8  9
#peers  1 2

 3 4
 5 6

 7 8
 9

#shared

-0.06
-0.04
-0.02

 0
 0.02
 0.04
 0.06

∆

UCI Ionosphere

�

.
= p̂err(our algo)�minj p̂err(Pj) (2 [�1, 1])

PMPMLw’16
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Experiments
❖ vary #peers, #shared(features); #joint_examples = 0

 2  3  4  5  6  7  8  9
#peers  1 2

 3 4
 5 6

 7 8
 9

#shared

-0.06
-0.04
-0.02

 0
 0.02
 0.04
 0.06

∆

UCI Ionosphere

�

.
= p̂err(our algo)�minj p̂err(Pj) (2 [�1, 1])

Almost systematically 

beats all peers

PMPMLw’16
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Experiments
❖ vary #peers, #shared(features); #joint_examples = 0

 2  3  4  5  6  7  8  9
#peers  1 2

 3 4
 5 6

 7 8
 9

#shared

-0.06
-0.04
-0.02

 0
 0.02
 0.04
 0.06

∆

UCI Ionosphere

Almost systematically 

beats all peers… but 

not always significantly

 2  3  4  5  6  7  8  9
#peers  1 2

 3 4
 5 6

 7 8
 9

#shared

 0
 0.2
 0.4
 0.6
 0.8
 1

q

q

.
= proportion of peers statistically beaten by our algo

PMPMLw’16
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Experiments
❖ See poster, paper & long ArXiv version for more 

experiments

UCI Sonar

 0.25

 0.3

 0.35

 0.25  0.3  0.35

D
R
L

Oracle

O
u
r
 
a
l
g
o

Oracle Knows the solution to ER !

Sometimes we are worse (statistically or not)!
Sometimes we are better (not statistically) !

✓?
ex

PMPMLw’16
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Rados and privacy

PMPMLw’16

❖ Protection guarantees: differential privacy (DP), computational 
hardness (CH), geometric hardness (GH), algebraic hardness (AH)!

❖ Crafting of DP rados from non-DP examples!

❖ CH of approximate sparse recovery of examples from rados!

❖ CH of pinpointing examples having served to craft rados!

❖ GH, AH of recovering examples from rados!

❖ Crafting of rados from DP (noisified) examples with still 
guaranteed convergence rates for boosting over rados



Privacy	guarantees	?
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Pinpointing examples from rados
❖ Problem (informal): a super powerful 

agency     has a huge database of 
examples,    . A intercepts a set of 
rados,    . A fixes size    .!

❖ Question: does there exist a subset of      
of size     with which we can 
approximately craft the rados in     ? 
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Pinpointing examples from rados
❖ Problem (informal): a super powerful 

agency     has a huge database of 
examples,    . A intercepts a set of 
rados,    . A fixes size    .!

❖ Question: does there exist a subset of      
of size     with which we can 
approximately craft the rados in     ? 

NP-HARD
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❖ Protection guarantees: differential privacy (DP), computational 
hardness (CH), geometric hardness (GH), algebraic hardness (AH)!

❖ Crafting of DP rados from non-DP examples!

❖ CH of approximate sparse recovery of examples from rados!

❖ CH of pinpointing examples having served to craft rados!

❖ GH, AH of recovering examples from rados!

❖ Crafting of rados from DP (noisified) examples with still 
guaranteed convergence rates for RadoBoost

Geometric hardness of recovering examples
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Geometric hardness of recovering examples

❖ Suppose     is given only a set of rados.     knows 
nothing else about the examples     , except that 
all lie in a ball of radius    .!

❖ Then there exists a set of examples    with just 
one more example, which produces the same set 
of rados but lies at Hausdorff distance  
 
 
 
 
  (Otherwise)
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Geometric hardness of recovering examples

❖ Suppose     is given only a set of rados.     knows 
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Stays as hard if m 

approximately known
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Geometric hardness of recovering examples

❖ Suppose     is given only a set of rados.     knows 
nothing else about the examples     , except that 
all lie in a ball of radius    .!

❖ Then there exists a set of examples    with just 
one more example, which produces the same set 
of rados but lies at Hausdorff distance  
 
 
 
 
  (Otherwise)

Hardness does not rely 

on the computational 

power at hand
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Conclusion: research

PMPMLw’16

❖ All the results on Rademacher 
observations rely on the observation 
that the sufficient statistics for the class 
is small (one vector, for any symmetric 
proper scoring rule)!

❖ Therefore, can learn efficiently from 
weakly labeled data, no-ER data (etc.) as 
long as it can be reliably estimated
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Conclusion: design
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Thank you!
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